from one location to another location in any given industry, there is a necessity for achieving electromagnetic compatibility in various specific areas. While TC 77 is concerned with some rather special problems at the moment, at the meeting in Bucharest the delegates were surveyed with regard to their general interest in other problems. The response was substantial. Included were problems in tele-control, industrial equipment, electronic data processing control, radio communications, machine tools, medical equipment, and other areas. The spectrum of interest extended well into the megahertz range and clearly overlaps the areas of concern of CISPR in many respects. Just how this work will be developed in the future is the subject of study of a special Committee of Action working group.

It is perhaps of interest to speculate on standards developments in the immediate future. First, the need for industrial standards will be met in large measure by reference to the basic techniques used in controlling radio interference. For example, the fundamental basis for setting limits for protection of broadcasting has been levels of field strength to be protected. For the development of electromagnetic compatibility standards, clearly the criteria can be different. In industrial areas the objective is not the protection of broadcasting field strengths, but the obtaining of mutually compatible levels of emission and susceptibility. Although these may vary from industry to industry and from one location to another location in any given industry, there is surely a need for standards that can be invoked generally.

These standards cannot be set independently of those applied in broadcasting, since industrial equipment is already limited for this purpose. But, because of its location, it is permitted higher emission levels than in the home. In line with this, sensitive equipment used must have good susceptibility (immunity) characteristics, but a rational basis for establishing appropriate limits does not yet exist.

The program for this symposium contains a large number of papers which directly relate to this question of setting standards for achieving electromagnetic compatibility in various specific environments including urban, industrial and commercial areas, hospitals, aircraft and other, including pertinent measurement techniques. It is clear that rapid advances can be expected in the near future.

Practitioners in the field can look to opportunities to contribute to these efforts in the future, and they will be stimulated quite substantially by the outputs of these efforts.

Editor’s Note: This speech was the Keynote Address given by Dr. Ralph Showers at the 1st Symposium and Technical Exhibition on Electromagnetic Compatibility held in Montreux, Switzerland, from May 20-22, 1975. At the time, Dr. Showers was with the Moore School of Electrical Engineering, University of Pennsylvania, Philadelphia, PA. Dr. Showers was active as the Chair of CISPR as well as the Chair of the American National Standards Institute (ANSI) Accredited Standards Committee C63® (electromagnetic compatibility).
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INTRODUCTION

As the devoted readers of the History section of the EMC Newsletter know, as a carryover to the 50th Anniversary Celebration of the EMC Society of the IEEE (1957-2007), we are republishing past top papers in the IEEE Transactions on Electromagnetic Compatibility. In the six previous Newsletters, we have published the first six most referenced papers, which are, respectively:


In this issue, we are publishing the seventh Most-Referenced EMC Society Transactions paper of the first fifty years of the EMC Society and it is written by Dennis A. Hill, Mark T. Ma, Arthur R. Ondrejka, Bill F. Riddle, Myron L. Crawford, and Robert T. Johnk.

The title of the paper is “Aperture Excitation of Electrically Large, Lossy Cavities” and it was first published in the IEEE Transactions on EMC in Volume 36, No. 3 in August 1994.

Again, we hope you take the time to read and appreciate the significance of this historical technical article.
Aperture Excitation of Electrically Large, Lossy Cavities

David A. Hill, Fellow, IEEE, Mark T. Ma, Fellow, IEEE, Arthur R. Ondrejka, Bill F. Riddle, Myron L. Crawford, Fellow, IEEE, and Robert T. Johnk, Member, IEEE

Abstract—We present a theory based on power balance for aperture excitation of electrically large, lossy cavities. The theory yields expressions for shielding effectiveness, cavity Q, and cavity time constant. In shielding effectiveness calculations, the incident field can be either a single plane wave or a uniformly random field to model reverberation chamber or random field illumination. The Q theory includes wall loss, absorption by lossy objects within the cavity, aperture leakage, and power received by antennas within the cavity. Extensive measurements of shielding effectiveness, cavity Q, and cavity time constant were made on a rectangular cavity, and good agreement with theory was obtained for frequencies from 1 to 18 GHz.

I. INTRODUCTION

In many electromagnetic interference (EMI) problems, the important electronic systems are located within a metal enclosure with apertures. In such cases it is important to know the shielding effectiveness (SE) of the enclosure so that we can relate the interior fields to the external incident fields. For example, the high-intensity radiated fields (HIRF's) suggested in SAE draft advisory circular AE4R [1] are in the 1000- to 7000-V/m range for frequencies above 400 MHz, the frequencies used by most radars. However, the shielding effectiveness of aircraft skins is not well known, so the interior fields that excite the aircraft electronics are not well characterized.

The purpose of this paper is to develop a mathematical model for the shielding effectiveness of electrically large enclosures that contain apertures and interior loading. The method that we present uses a power balance approach and yields a simple, approximate expression for the average field strength throughout the cavity enclosed by the enclosure. This method does not yield the fine detail of the interior fields as would be obtained by a numerical method [2], but it has the advantages of being applicable to both CW and pulsed RF fields and not requiring all the geometrical details of the enclosure, the apertures, and the loads. The theory is similar to that developed for reverberation chambers [3]-[5], where the average power density is assumed to be uniform throughout the chamber.

The organization of this paper is as follows. Section II contains a derivation for the cavity quality factor (Q) of an electrically large cavity where the losses include skin effect in the walls, volume absorption by lossy objects within the cavity, leakage through apertures, and power absorbed by receiving antennas. Section III covers aperture excitation of the cavity by an external field. Section IV contains a power balance derivation of the shielding effectiveness and the time constant of the cavity. Section V presents measurement methods and comparisons of measured and theoretical values of SE, Q, and the time constant. Section VI presents conclusions and recommendations for further work. A longer report [6] that includes further details of the mathematics and measurements is available from the authors.

II. CAVITY QUALITY FACTOR

The Q of a cavity is a key quantity in calculating both SE of the surrounding shield and the time constant of the cavity. We consider an electrically large (multimode) cavity as shown in Fig. 1. In general, the cavity will have apertures and will contain lossy objects and at least one receiving antenna. The definition for Q is

\[ Q = \frac{\omega U_s}{P_d} \]  

(1)

where \( \omega \) is the excitation (angular) frequency, \( U_s \) is the steady-state energy in the cavity, and \( P_d \) is the dissipated power. In our application, the cavity is excited by an external field incident on apertures, but the Q theory does not depend on the excitation method. Thus this theory is also applicable to reverberation chambers excited by antennas.

We can write the steady-state energy \( U_s \) as the product of the energy density \( W \) times the cavity volume \( V \)

\[ U_s = WV. \]  

(2)

In (2) we assume that \( W \) is uniform throughout the cavity volume, and this uniformity has been shown for the average energy density in reverberation chambers [4]. In reverberation
chamber measurements, an ensemble average is obtained by rotating a mode stirrer, and in our theory we deal with ensemble averages that could represent averages over different cavity shapes. It is useful to write $W$ in terms of the rms electric field $E$

$$W = c_0 E^2$$

(3)

where $c_0$ is the permittivity of free space and we have assumed the stored electric and magnetic energies are equal. $E^2$ should also be interpreted as an ensemble average. It is also useful to write an expression for the power density $S_e$ within the cavity

$$S_e = E^2 / n_0 = cW$$

(4)

where $n_0 = (\mu_0 / \varepsilon_0)^{1/2}$, $c = 1/(\mu_0 \varepsilon_0)^{1/2}$, and $\mu_0$ is the magnetic permeability of free space. $S_e$ should also be interpreted as an ensemble average.

The dissipated power can be written as the sum of four terms

$$P_d = P_{d1} + P_{d2} + P_{d3} + P_{d4}$$

(5)

where $P_{d1}$ is the power dissipated in the cavity walls, $P_{d2}$ is the power absorbed in loading objects within the cavity, $P_{d3}$ is the power lost through aperture leakage, and $P_{d4}$ is the power dissipated in the loads of receiving antennas. The forms of (1) and (5) suggest that we write an expression for the inverse of $Q$

$$Q^{-1} = Q_1^{-1} + Q_2^{-1} + Q_3^{-1} + Q_4^{-1},$$

(6)

where

$$Q_1 = \omega U_s / P_{d1}, \quad Q_2 = \omega U_s / P_{d2}, \quad Q_3 = \omega U_s / P_{d3}$$

and

$$Q_4 = \omega U_s / P_{d4}.$$  

(7)

The smallest of $Q_1, Q_2, Q_3$, and $Q_4$ will be the dominant contributor to $Q$. We now consider the individual loss mechanisms.

A. Wall Losses

For highly conducting walls the wall loss can be determined from the skin depth approximation. For reverberation chambers, the wall loss has been determined both by averaging over the individual cavity modes [7] and by averaging plane-wave losses over all incidence angles and polarizations [5]. The latter approach is consistent with our ensemble average theory. In either case, the result for $Q$ is

$$Q_1 = \frac{3V}{2\mu_0 S\delta}$$

(8)

where

$$\delta = (2/\omega \mu_\omega \sigma_\omega)^{1/2}, \quad \mu_\tau = \mu_\omega / \mu_0$$

and where $S$ is the cavity surface area, $\delta$ is the skin depth, $\mu_\omega$ is the wall permeability, and $\sigma_\omega$ is the wall conductivity.

Complications, such as variations in wall conductivity and permeability with position, could also be treated using the skin depth approximation, but the skin depth would then be a function of position. Wall coatings, such as paint, could also be included, but we would still lump all wall losses into $Q_1$.

B. Absorption

In general, the absorption cross section $\sigma_a$ of a lossy object depends on the incidence angle and polarization of the incident plane wave [8]. Since we assume that the fields in an electrically large cavity can be written as a superposition of plane waves of all incidence angles and polarizations [9], the absorbed power can be written as the product of the cavity power density $S_e$ and the averaged absorption cross section $\langle \sigma_a \rangle$

$$P_{d2} = S_e \langle \sigma_a \rangle$$

(9)

where $\langle \cdot \rangle$ indicates an incidence angle average over $4\pi$, steradians and an average over all polarizations.

The absorption cross section in (9) can be that of a single object or a summation for a number of absorbers. For example, for $M$ absorbers $\langle \sigma_a \rangle$ in (9) would be replaced by

$$\langle \sigma_a \rangle = \sum_{i=1}^{M} \langle \sigma_{ai} \rangle$$

(10)

where $\langle \sigma_{ai} \rangle$ is the averaged absorption cross section of the ith absorber. For the example of an aircraft, the $i$ summation in (10) could represent absorption by people, seats, wiring, etc.

For the simple case of a uniform sphere, the absorption cross section is independent of the incidence angle and polarization of the incident field and no averaging is required. The cross-section formulation for a uniform sphere is given in [6] and [8].

If we use (2), (4), (7), and (9), we can derive the following expression for $Q_2$

$$Q_2 = \frac{2\pi V}{\lambda \langle \sigma_a \rangle}$$

(11)

where $\lambda$ is the free-space wavelength. The frequency dependence of $Q_2$ can be fairly complicated because of the frequency dependence of $\langle \sigma_a \rangle$. (See [8] for the frequency dependence of the absorption cross section of a homogeneous sphere.)

C. Aperture Leakage

In general, the transmission cross section $\sigma_t$ of an aperture depends on the incidence angle and polarization of the incident plane wave [10]. We again assume that the fields can be written as a superposition of plane waves of all incidence angles and polarizations, but only the plane waves that propagate toward the apertures contribute to the transmitted power. Consequently, we introduce a factor of $1/2$ in the product expression for the leakage power

$$P_{d3} = S_e \langle \sigma_t \rangle / 2$$

(12)
where \( \langle \cdot \rangle \) represents an incidence angle average over \( 2\pi \), steradians (including only plane waves from the cavity side) and an average over polarization.

The transmission cross section in (12) can be that of a single aperture or a summation for a number of apertures. For \( N \) apertures, \( \langle \sigma_t \rangle \) in (12) would be replaced by

\[
\langle \sigma_t \rangle = \sum_{i=1}^{N} \sigma_{ti}
\]

where \( \sigma_{ti} \) is the averaged transmission cross section of the \( i \)-th aperture. For the example of an aircraft, the \( N \) summation in (13) could represent leakage through windows and other apertures of different shapes and sizes. Specific expressions for transmission cross sections are given in Section III.

If we use (2), (4), (7), and (13), we can derive the following expression for \( Q_3 \):

\[
Q_3 = \frac{4\pi V}{\lambda \langle \sigma_t \rangle}.
\]

For electrically large apertures, \( \langle \sigma_t \rangle \) is independent of frequency, and \( Q_3 \) is proportional to frequency. For small or resonant apertures, the frequency dependence of \( Q_3 \) is more complicated.

### D. Receiving Antenna

The power \( P_{\text{th}} \) dissipated in the load of the receiving antenna can be written as the product of the cavity power density and the averaged effective area of the receiving antenna

\[
P_{\text{th}} = S_c \langle A_\nu \rangle
\]

where the effective area \( A_\nu \) is also averaged over incidence angle and polarization. The average effective area \( \langle A_\nu \rangle \) of a lossless antenna can be written as the product of the effective area of an isotropic antenna \( (\lambda^2/4\pi) \), the impedance mismatch factor \( m \), and a polarization mismatch factor of \( 1/2 \) \[11], \[12]

\[
\langle A_\nu \rangle = \frac{m\lambda^2}{8\pi}.
\]

\( \langle A_\nu \rangle \) in (16) does not depend on the antenna pattern because it is averaged over all possible incidence angles and polarizations \[9\]. The impedance mismatch factor \( m \) is equal to 1 for a matched load and is less than 1 otherwise.

If we use (2), (4), (7), (15), and (16), we can derive the following expression for \( Q_4 \):

\[
Q_4 = \frac{16\pi^2 V}{m\lambda^3}. \tag{17}
\]

If there is more than one receiving antenna in the cavity, then \( \langle A_\nu \rangle \) in (15) is replaced by a sum of averaged effective areas. For a matched load \( (m = 1) \), \( Q_4 \) is proportional to frequency cubed. This means that \( Q_4 \) is small for low frequencies and is the dominant contributor to the total \( Q \) in (6). The effect of antenna loading on the \( Q \) of reverberation chambers has been observed experimentally \[13\]. At high frequencies, \( Q_4 \) becomes large and contributes little to the total \( Q \).

### III. Aperture Excitation

Consider a CW plane wave of power density \( S_i \) incident on the shield apertures as shown in Fig. 1. If the total transmission cross section of the apertures is \( \sigma_t \), the power \( P_t \) transmitted into the cavity is

\[
P_t = \sigma_t S_i. \tag{18}
\]

(Of course, power will also leak out through the apertures, but we lump that effect under leakage loss \( P_{\text{leak}} \) as discussed in Section II.C.) For the general case of \( N \) apertures, \( \sigma_t \) can be written as a sum

\[
\sigma_t = \sum_{i=1}^{N} \sigma_{ti} \tag{19}
\]

where \( \sigma_{ti} \) is the transmission cross section of the \( i \)-th aperture. In general, \( \sigma_{ti} \) and \( \sigma_t \) depend on the frequency, incidence angle, and polarization of the incident field.

If the shielded cavity is illuminated in a reverberation chamber (random illumination), then the transmitted power can be written

\[
P_\text{t} = \langle \sigma_t \rangle S_i/2. \tag{20}
\]

The factor 1/2 in (20) results from shadowing of the incident field by the electrically large enclosure and is a good approximation for convex shields. The remaining average \( \langle \cdot \rangle \) is over \( 2\pi \), steradians and polarization. The average value of the transmission cross section for \( N \) apertures is obtained directly from (19).

\[
\langle \sigma_t \rangle = \sum_{i=1}^{N} \langle \sigma_{ti} \rangle. \tag{21}
\]

The results in (20) and (21) could also be used in applications where the incidence angle and polarization are unknown.

#### A. Apertures of Arbitrary Shape

Consider a plane wave incident on an aperture in a perfectly conducting sheet as shown in Fig. 2. For convenience, we drop the subscript \( i \) that identifies the \( i \)-th aperture in the shield. Aperture theory has been developed primarily for apertures in flat, perfectly conducting screens of infinite extent and zero thickness \[10\]. Here we assume that the shield is locally planar and that the shield thickness is small. Aperture theory can be subdivided into three cases where the aperture dimensions are either small, comparable, or large compared to the wavelength.

For electrically large apertures, the geometrical optics approximation yields

\[
\sigma_t = A \cos \theta^i \tag{22}
\]

where \( A \) is the aperture area and \( \theta^i \) is the incident elevation angle. Thus \( \sigma_t \) is independent of frequency, polarization,
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expressions for the transmission cross section and the averaged transmission cross section

\[ \sigma_t = \pi a^2 \cos \theta^i \] and \[ \langle \sigma_t \rangle = \pi a^2 / 2. \] (25)

For electrically small circular apertures, polarizability theory [10] can be used to determine the effective electric and magnetic dipole moments and the resultant transmission cross section. The details are given in Appendix I. The transmission cross section depends on the polarization and the elevation angle of the incident field. For the electric field polarized parallel to the incidence plane (defined by the incident wave vector and the normal to the aperture), we write the transmission cross section as \( \sigma_{t_{\text{par}}} \)

\[ \sigma_{t_{\text{par}}} = \frac{64}{27\pi} k^4 a^6 (1 + \frac{1}{4} \sin^2 \theta^i). \] (26)

For perpendicular polarization, we write the transmission cross section as \( \sigma_{t_{\text{perp}}} \)

\[ \sigma_{t_{\text{perp}}} = \frac{64}{27\pi} k^4 a^6 \cos^2 \theta^i. \] (27)

Both \( \sigma_{t_{\text{par}}} \) and \( \sigma_{t_{\text{perp}}} \) have the \( k^4 \) dependence given by (24), and they are equal for normal incidence (\( \theta^i = 0 \)). We assume that an incident random field will have equal power densities in the parallel and perpendicular waves. Thus the averaged transmission cross section can be written

\[ \langle \sigma_t \rangle = \frac{1}{2} \int_0^{\pi/2} d\theta^i (\sigma_{t_{\text{par}}} + \sigma_{t_{\text{perp}}}) \sin \theta^i \] (28)

where we have used the fact that the transmission cross sections are independent of the incident azimuth angle. If we substitute (26) and (27) into (28) and carry out the integration over \( \theta^i \), we obtain

\[ \langle \sigma_t \rangle = \frac{16}{9\pi} k^4 a^6. \] (29)

We do not have a simple expression for the transmission cross section that is valid in the resonance region, but the circular aperture does not have strong resonances [16]. Thus we choose to cover the entire frequency range by using only the electrically small and electrically large approximations. The crossover wavenumber \( k_c \) where we switch from (29) to (25) for the average transmission cross sections is given by equating (25) and (29)

\[ \pi a^2 / 2 = \frac{16}{9\pi} k_c^4 a^6. \] (30)

The solution to (30) is

\[ k_c a = (9a^2/32)^{1/4} \approx 1.29. \] (31)

This technique is not valid for long, narrow apertures, which typically have strong resonances.
IV. POWER BALANCE

A. Shielding Effectiveness

Consider again the geometry in Fig. 1, where an incident wave is incident on a shielded cavity with apertures. We wish to determine the power density $S_i$ inside the cavity. For steady-state conditions, we require that the power $P_i$ transmitted through the apertures is equal to the power $P_d$ dissipated in the four loss mechanisms considered in Section II

$$P_i = P_d. \quad (32)$$

If we substitute (1), (2), (4), and (18) into (32), we can solve for the power density $S_i$ in the cavity

$$S_i = \frac{\sigma_i \lambda Q}{2\pi \nu} S_c. \quad (33)$$

Since we have assumed that the power density $S_c$ is uniform throughout the cavity, we can define shielding effectiveness in terms of the ratio of the incident and cavity power densities

$$SE = 10 \log_{10} \left( \frac{S_i}{S_c} \right) = 10 \log_{10} \left( \frac{2\pi \nu}{\sigma_i \lambda Q} \right), \quad (34)$$

The results in (33) and (34) are consistent with a recent treatment of a related problem [17]. We have defined SE to be a positive number when the cavity power density is less than the incident power density. Our definition of SE in (34) depends on the cavity volume and $Q$ in addition to the transmission cross section $\sigma_t$.

The results in (33) and (34) apply to a single incident plane wave where $\sigma_t$ depends on the incident direction and polarization. For the case of uniformly random incidence (as in a reverberation chamber), we need to replace $\sigma_t$ in (33) and (34) by one-half the averaged value $\langle \sigma_t \rangle / 2$.

The $Q$ enhancement of the cavity power density is clear in (33) and (34), and we can see that a lossy cavity (low-$Q$) has a greater shielding effectiveness than a high-$Q$ cavity. The importance of loss is seen if we consider the special case where the cavity is lossless ($P_{d1} = P_{d2} = P_{d4} = 0$) except for leakage. In this case $Q$ is given by

$$Q = \frac{4\pi \nu}{\lambda \langle \sigma_t \rangle}. \quad (35)$$

If we substitute (35) into (33), we obtain

$$S_i = S_c \frac{2\sigma_i}{\langle \sigma_t \rangle}. \quad (36)$$

For the case of uniformly random excitation, the transmission cross section is replaced by one half the averaged cross section. However, the averaged transmission cross section is equal to the averaged leakage cross section ([$\langle \sigma_t \rangle = \langle \sigma_l \rangle$]), and (36) reduces to

$$S_i = S_c \text{ or } SE = 0 \text{ dB. } \quad (37)$$

Thus the leakage loss equals the transmitted power, and the cavity has zero shielding. This result is independent of the aperture size and shape. Physically, this case corresponds to an apertured (but otherwise lossless) cavity inside a reverberation chamber. We expect actual aircraft cavities to have significant loss and fairly low $Q$.

B. Time Constant

Up to this point we have considered only steady-state, single-frequency excitation. Since radar pulses are important in aircraft applications, we also need to consider transient effects. In general, this is a complex problem that is best handled using Fourier integral techniques. However, we can analyze the special case of a turned-on or turned-off sinusoid in a simpler manner.

We consider first the case of field decay where the source (the incident power density) is instantaneously turned off. By equating the change in the cavity energy $U$ to the negative of the dissipated power times a time increment $dt$, we obtain the differential equation

$$dU = -P_d dt. \quad (38)$$

We can use (1) to replace $P_d$ in (38)

$$dU = -(\omega U/Q) dt = -\frac{U}{\tau} dt \quad (39)$$

where the time constant $\tau = Q/\omega$. The initial condition is $U = U_i$ at $t = 0$. The solution of (39) with this initial condition is

$$U = U_i e^{-t/\tau}, \quad t > 0. \quad (40)$$

The closely related case of a turned-on (step-modulated) incident power density involves the same exponential function and time constant

$$U = U_i (1 - e^{-t/\tau}), \quad t > 0. \quad (41)$$

The cavity energy density and power density also follow the same exponential variation with the same time constant, and (40) and (41) agree with [3]. If a radar pulse duration is long compared to $\tau$, then the cavity fields will reach their steady-state values. However, if the pulse length is short compared to $\tau$, the fields will not reach their steady-state values before the incident pulse is turned off. Some common radars and their pulse characteristics are described in [6].

A high-$Q$ (long-$\tau$) cavity might have poor steady-state SE, but would require a long time for the cavity fields to reach their steady-state values. Physically, a high $Q$ (long $\tau$) means that waves make many bounces within the cavity before they decay.

C. Source Inside Cavity

We can use the power balance theory of Section IV-A to analyze the case of an internal source, a transmitting antenna located within the cavity. This configuration is of interest in calculating either the power density within an aircraft caused by unintentional emitters or the power density within a reverberation chamber with loading.

If a CW source within the cavity transmits power $P_i$, then (32) still holds, but $P_d$ now represents antenna transmitted power rather than aperture transmitted power. As with aperture
excitation, there is no need to calculate the fields scattered by the cavity walls. Using (1), (2), (4), and (32), we can solve for the power density $S_e$ within the cavity

$$S_e = \frac{\lambda Q P_i}{2\pi V}.$$  \hspace{1cm} (42)

Equation (42) applies to cavities with general loading because $Q$ includes all of the loss mechanisms discussed in Section II, including any power absorbed by the receiving and transmitting antennas.

If an impedance-matched, receiving antenna is placed within the cavity, then the received power $P_r$ is the product of the effective area $\lambda^2/8\pi$, and the power density $S_e$ as discussed in Section II-D. Using (42), we obtain the following expression for the received power:

$$P_r = \frac{\lambda^3 Q}{16\pi^2 V} P_i.$$  \hspace{1cm} (43)

If we solve (43) for $Q$, then we see that the cavity $Q$ can be determined from a measurement of the power ratio $P_r/P_i$

$$Q = \frac{16\pi^2 V P_r}{\lambda^3 P_i}.$$  \hspace{1cm} (44)

Equation (44) is commonly used for measuring the $Q$ of reverberation chambers [18].

V. COMPARISONS WITH MEASUREMENTS

We constructed a rectangular cavity (which we call the FAA cavity) of the geometry shown in Fig. 4 for measurements to validate the theoretical model. The cavity dimensions are $l = 1.75$ m, $w = 0.629$ m, and $h = 0.514$ m, and the wall material is an aluminum alloy. The wall conductivity measured at NIST [6] was $8.83 \times 10^6$ S/m, and we used that value in all of the calculations to follow. We used a rotating stirrer to generate statistical data, and we used average values for comparison with the theory.

To introduce absorption loss in the cavity, we used spherical glass containers of salt water. The salt concentration was selected to be that of sea water so that we could use the electrical properties of salt water given by Saxton and Lane [19]. The electrical properties are similar to those of the human body, and the frequency dependent properties are discussed in Appendix II.

In Figs. 5–7, we show comparisons of calculated and measured values of $Q$, the time constant, and AE for the FAA cavity with a circular aperture of radius 1.5 cm and three salt-water spheres of radius 6.6 cm. $Q_1$, $Q_2$, and $Q_4$ are calculated from wall loss, absorption, and antenna reception. $Q_3$ from aperture leakage is off scale.

In Figs. 5–7, we show comparisons of calculated and measured values of $Q$, the time constant, and AE for the FAA cavity with a circular aperture of radius 1.5 cm and three salt-water spheres of radius 6.6 cm. We used broadband, double-ridged horns for the transmission and receiving horns for measurements from 1 to 18 GHz. The calculations run from 0.5 to 18 GHz. Fig. 5 shows the calculated $Q$ and the $Q_1$, $Q_2$, and $Q_4$ components due to the various loss mechanisms described in Section II. To make up for the extra surface area of the stirrer, the antennas, and cables, we have added 10% to the wall surface area in the calculations. Also, we have subtracted 20% from the volume ($\rho_{water}$) of the empty cavity to account for volume that is taken up by the antennas, lossy spheres, stirrer, and cables. (This adjustment was also made in the calculated values in Figs. 6–10.)

The measured $Q_{m}$ : Loss was determined from the power ratio as given by (44). The measured $Q_{m}$ : TC was determined from the time constant relationship $Q = \omega T$, as discussed in Section IV-B. The time-constant method of measuring $Q$ is less sensitive to loss in the transmitting and receiving antennas and agrees more closely with the calculated value. The loss-ratio method of measuring $Q$ is sensitive to unknown losses in the transmitting and receiving antennas and generally gives $Q$ values well below the calculated values [4], [13].

Fig. 6 shows a comparison of measured and calculated time constants. The time constant measurement was made by measuring the decay time of the received pulse when the cavity was excited with a 1-ns pulse of RF. The received waveform was averaged over stirrer position, and the details of the measurement method are given in [6].

Fig. 7 shows a comparison of calculated SE with SE measured in a reverberation chamber. The FAA cavity was placed in the NIST reverberation chamber [4], and the incident power density in the reverberation chamber was monitored with another broadband horn. In this measurement, only one of the antennas inside the FAA cavity was needed for reception, and the other antenna was left inside the cavity, but not used. To check for field uniformity, we confirmed that either antenna
could be used as the receiving antenna with no change in the SE results. The agreement with theory is qualitatively good, but the measured SE values are higher above 5 GHz. This is consistent with the result that the measured $Q$ is lower than the calculated value in Fig. 4.

To achieve better agreement between measurements and theory, we did another set of measurements from 12 to 18 GHz with standard-gain horn antennas. These antennas are more efficient than the broadband horns, and their smaller size allowed us to position them farther from the cavity walls. We also shortened the cables and removed the glass containers and other support material from the cavity. Comparisons between theory and measurements are shown in Figs. 8–10. In these cases we applied the same 10% surface area increase, but only a 5% volume decrease to the calculations.

The $Q$ values in Fig. 8 are much higher without the lossy spheres, and the agreement between theory and measurements is better. The time-constant method still gives better agreement, but both methods give acceptable agreement. The time-constant agreement in Fig. 9 and the SE agreement in Fig. 10 are also improved. The improved agreement with the smaller, lower loss, standard-gain horns indicates that they might be useful in providing improved agreement with theory in reverberation chamber applications [4].

We also did a comparison of theory with SE measurements made at the Naval Surface Warfare Center (NSWC). The
has been observed in reverberation chamber measurements above 18 GHz [20]. Measurements with plane-wave excitation in an anechoic chamber would provide additional checks for the angular and polarization features of the aperture theory. Also, measurements on an actual aircraft would be useful in determining whether additional features need to be added to the model.

Further experimental and theoretical studies of the statistical properties of fields in large cavities need to be performed. Such studies would be useful in extending the present theory to include probability density and distribution functions [21] in addition to average values. Some theoretical work on the statistical properties of fields in cavities [22], [23] has been done, but a more complete statistical electromagnetic theory is needed.

APPENDIX I

TRANSMISSION CROSS SECTION OF A SMALL CIRCULAR APERTURE

Consider a small circular aperture ($ka \ll 1$) in a planar sheet as shown in Fig. 3. The transmitted fields can be written as the fields of a tangential magnetic dipole moment $p_m$ and an electric dipole moment $p_e$ that can be written as the product of an aperture polarizability times the appropriate incident field [9], [14]

$$p_m = \alpha_m H_{\text{tan}}^m$$
$$p_e = \epsilon_0 \alpha_e E_{\text{inc}}$$

(A1)

where $H_{\text{tan}}^m$ is the tangential magnetic field at the center of the short-circuited aperture and $E_{\text{inc}}$ is the normal electric field at the center of the short-circuited aperture. The magnetic and electric polarizabilities, $\alpha_m$ and $\alpha_e$, are given by [9], [14]

$$\alpha_m = 4a^2/3$$
$$\alpha_e = 2a^3/3.$$  

(A2)

The dipole moments radiate in the presence of the ground plane (so their images are included), and the total transmitted power (radiated into one half-space) is [24]

$$P_t = \frac{4\pi\tau_0}{3a^2} (k^2 |p_m|^2 + |p_e|^2).$$  

(A3)

We consider the cases of parallel and perpendicular polarizations separately. For parallel polarization, the short-circuited fields are

$$H_{\text{tan}}^m = 2H_i$$
$$E_{\text{inc}} = 2E_i \sin \theta_i$$

(A4)

where the incident fields can be related to the incident power density $S_i$ by

$$S_i = \tau_0 H_i^2$$
$$S_i = E_i^2 / \tau_0.$$  

(A5)

From (A1)-(A5), we can write the transmission cross section for parallel polarization as

$$\sigma_{t, \text{par}} = P_t / S_i = \frac{64}{27\pi} k^4 a^6 (1 + \frac{1}{4} \sin^2 \theta_i)$$

(A6)

which is the result needed in Section III-B. For perpendicular polarization, the short-circuited fields are

$$H_{\text{tan}}^m = 2H_i \cos \theta_i$$
$$E_{\text{inc}} = 0.$$  

(A7)

VI. CONCLUSION

We have presented a theory based on power balance for aperture excitation of electrically large, lossy cavities. The theory yields expressions for shielding effectiveness, cavity $Q$, and cavity time constant, but does not give the fine structure of the fields (standing waves, etc.) within the cavity. The advantage of the theory is that it does not require the detailed geometry of the cavity, absorbers, and apertures, but only requires a few defining parameters (cavity volume and surface area, wall conductivity, aperture transmission cross section, and absorption cross section of objects within the cavity).

The theory actually yields ensemble averages for quantities of interest ($SE$, $Q$, and $\tau$), and the ensemble can be considered to represent different cavity geometries. Experimentally, the ensemble average is obtained by use of a mode stirrer within the cavity, and that is how the experimental data for $SE$, $Q$, and $\tau$ were obtained in Section V. The agreement of the theory with the broadband experimental data was good, but a great deal of effort was required to account for additional losses that lowered measured $Q$ and $\tau$ and increased measured $SE$. The theory and measurements of $Q$ and $\tau$ have application to improved characterization of reverberation chambers [4], [20] where the losses have been difficult to calculate.

A number of other extensions would be useful. Measurements for cavities with multiple apertures would provide additional checks for the theory and would more nearly model typical aircraft geometries. For modeling aircraft windows, the effects of window glass (and possibly coatings) should be included in future calculations. A fifth loss mechanism, water vapor absorption, could be added to the $Q$ theory. This loss
From (A1)–(A3), (A5), and (A7), we can write the transmission cross section for perpendicular polarization as

$$\sigma_{\text{perp}} = \frac{64}{27\pi} k^2 e^6 \cos^2 \theta$$

(A8)

which is the other result needed in Section III-B.

**APPENDIX II**

**ELECTRICAL PROPERTIES OF SALT WATER**

The electrical properties of salt water have been investigated by Saxton and Lane [19] as a function of frequency, salt concentration, and temperature. The relative complex dielectric constant $\varepsilon_r$ can be approximated by a combination of Debye relaxation and dc conductivity

$$\varepsilon_r = \frac{\varepsilon_r - \varepsilon_\infty}{1 + \omega^2 \tau^2} + \frac{\varepsilon_r - \varepsilon_0}{\omega^2 \tau^2} + \left( \frac{\varepsilon_r - \varepsilon_0}{1 + \omega^2 \tau^2} \right)$$

where $\omega$ is the angular frequency and $\varepsilon_0$ is the permittivity of free space. The remaining parameters that characterize salt water are: static dielectric constant $\varepsilon_\infty$, high-frequency dielectric constant $\varepsilon_0$, dielectric relaxation time $\tau$, and dc conductivity $\sigma$.

The real part of the relative dielectric constant varies from $\varepsilon_0$ at low frequencies to $\varepsilon_\infty$ at high frequencies. The imaginary part consists of two terms that represent conduction loss and dielectric relaxation loss. The dielectric relaxation loss reaches its maximum at $\omega = 1/\tau_r$. To represent sea water at room temperature ($20^\circ\text{C}$), we select the following values for the parameters [18]: $\varepsilon_\infty = 70.0$, $\varepsilon_0 = 4.9$, $\tau_r = 9.2 \times 10^{-12}$ s, and $\sigma = 4.0$ S/m. The results from (A9) using these parameters are consistent with more recent investigations of electrolytic solutions [25].
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